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Abstract — Data-Mining (DM) has become one of the most 
valuable tools for extracting and manipulating data and for 
establishing patterns in order to produce useful information 
for decision-making. Clustering is a data mining technique for 
finding important patterns in unorganized and huge data 
collections. This likelihood approach of clustering technique is 
quite often used by many researchers for classifications due to 
its’ being simple and easy to implement. In this work, we first 
use the Expectation-Maximization (EM) algorithm for 
sampling on the medical data obtained from Pima Indian 
Diabetes (PID) data set. This work is also based on 
comparative study of GA, ACO & PSO based Data Clustering 
methods. To Compare the results we use different metrics 
such as weighted arithmetic mean, standard deviation, 
Normalized absolute error & Precision value that measured 
the performance to compare and analyze the results. The 
results prove that the accuracy generated by using particle 
swarm optimization is more as compare to other optimization 
algorithms named as genetic algorithm and ant colony 
optimization algorithm in classification process. So, this work 
shows that the particle swarm optimization techniques results 
as the best optimization technique to handle the process. 
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I. INTRODUCTION 
As with time data mining becomes most valuable tool for 
extraction and manipulation of data and also helps to 
provide useful information based on which decisions are 
taken. Most of the system fails because they don’t have the 
right tools which tackle most of the uncertainties. The 
industrial persons use these data mining tools to create 
more values from their system by optimizing the processes. 
Data mining becoming a powerful tool which evaluates and 
provides the best results or decisions based on the previous 
records. Data mining becomes the demand of the 
companies with strong consumer focus like finance, retail, 
communication and marketing. By using this retailer uses 
records related to customer purchases based on their history 
which helps in developing the products and promote them 
according to specific customers. 
Data mining refers to as a field which deals with the search 
and research on the data. Mining is a term which means 
fetching or extraction of data from a large data set or we 
called as a huge data repositories. Data mining basically 
categorized into two types Classification and Clustering. 
Both terms are different in nature from each other. In 
Classification there is a set of predefined classes and then 
find out the objects belongs to which class whereas in 

clustering firstly groups of objects can be prepared and then 
find out whether they relate with each other or not. 
Data mining is the step in the process of knowledge 
discovery in the databases which inputs the cleaned data, 
transform it, search the data by using some algorithms and 
produce the output patterns. It is also the relationship to the 
evaluation steps of the whole knowledge discovery in the 
databases process. Data mining is a new discipline lying at 
the interface of statistics, pattern recognition, database 
technology, machine learning and other areas. Figure 1 
shows the whole process of data mining. 
 

 

Figure 1: Process of Data Mining 

Clustering is the unsupervised classification of patterns into 
groups (clusters). The clustering problem has been 
addressed in many contexts and by researchers in many 
disciplines this reflects its broad appeal and usefulness as 
one of the steps in exploratory data analysis. Clustering is a 
difficult problem combinatorial and differences in 
assumptions and contexts in different communities has 
made the transfer of useful generic concepts and 
methodologies slow to occur. The paper here presents an 
overview of pattern clustering methods from a statistical 
pattern recognition perspective with a goal of providing 
useful advice and references to fundamental concepts 
accessible to the broad community of clustering 
practitioners. Different approaches to clustering data can be 
described. The other representations of clustering 
methodology are possible. At the top level, there is a 
distinction between hierarchical and partitioned approaches 
(hierarchical methods produce a nested series of partitions 
while partitioned methods produce only one) [8].  
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II. PROPOSED METHODOLOGY 

It has been already explained that the data-mining (DM) 
has become one of the most valuable tools for extracting 
and manipulating data and for establishing patterns in order 
to produce useful information for decision-making. 
Classification is the supervised learning technique of data 
mining which is used to extract hidden useful knowledge 
over a large volume of databases by predicting the class 
values based on the predicting attribute values.  

A Number of Techniques were used for classification 
process like probabilistic model, decision tree and 
evolutionary algorithms. Clustering is a data mining 
technique for finding important patterns in unorganized and 
huge data collections. This likelihood approach of 
clustering technique is quite often used by many 
researchers for classifications due to its’ being simple and 
easy to implement. It uses Expectation-Maximization (EM) 
algorithm for sampling. 

The study of classification of diabetic patients was main 
focus of this research work. Medical data for Diabetic 
patients were classified by data mining techniques. The 
first problem is study of classification based on three 
techniques of EM Algorithm, h-means+ clustering and 
Genetic Algorithm (GA) and then enhancement will be 
made by using Particle Swarm Optimization (PSO) instead 
of GA. In the proposed work, comparison is done for the 
classification process by using GA, PSO and ACO 
algorithms. The performance is measured on the basis of 
mean, standard deviation and normalized absolute error 
(NAE). The purpose of work is to enhance the 
classification process and to compare it with the previous 
implemented results. 

• To enhance the classification process using Artificial 
Intelligence based Technique Particle Swarm 
Optimization. 

• To Implement PSO for the same purpose and to 
optimize the results. 

• Comparison of results with the GA and ACO. 
 

The proposed model focuses on the above objectives which 
are helpful in improving the classification parameters and 
are practically implemented using MATLAB 7.11.0 
environment. In this proposed work, we used Particle 
Swarm Optimization algorithm to enhance the 
classification process. This algorithm provides better 
results as compare to previous techniques.  The data set 
chosen for the experimental simulation test were obtained 
from the UCI Repository of Machine Learning Databases. 
Pima Indian population was chosen as target patients. 
There has been extensive research on diabetes among Pima 
Indians. For processing data for patients’ classification, 
some of the related and important parametric attributes are 
chosen. These attributes are considered to be strongly 
correlated with the diabetes. The work is proposed to be 
completed in following stages which have to be preceded in 
parallel fashion, as described below in Figure 2: 

 
Figure 2: Basic Design of the System 

 

2.1 Database used for mining 

• Samples 
The data set chosen for the experimental simulation test 
were obtained from the UCI Repository of Machine 
Learning Databases. Pima Indian population was chosen as 
target patients. There has been extensive research on 
diabetes among Pima Indians. 
 

• Attributes 
For processing data for patients’ classification, some of the 
related and important parametric attributes are chosen. 
These attributes are considered to be strongly correlated 
with the diabetes. 
 
 

Table 1: Tested Attributes 

Att. 
No. 

Testing Attribute Symbols 

1 
Plasma Glucose tolerance test at 2 
hrs 

Plas 

2 Diastolic blood pressure (mm Hg) Pres 

3 Triceps skin fold thickness (mm) Skin 

4 2-Hour serum insulin (mu U/ml) Insu 

5 Body mass index Mass 

6 Diabetes pedigree function Pedi 

7 Age Years 
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III. CLUSTERING BY USING EXPECTATION 

MAXIMIZATION ALGORITHM 
An expectation–maximization (EM) algorithm is an 
iterative method for finding maximum likelihood or 
maximum posteriori (MAP) estimates of parameters in 
statistical models where the model depends on unobserved 
latent variables.  EM iteration alternates between 
performing an expectation (E) step which creates a function 
for the expectation of the log-likelihood evaluated using the 
current estimate for the parameters and maximization (M) 
step which computes parameters maximizing the expected 
log-likelihood found on the E step. The parameter-
estimates are then used to determine the distribution of the 
latent variables in the next E step.The EM algorithm 
proceeds from the observation that the following is a way 
to solve these two sets of equations. One can simply pick 
arbitrary values for one of the two sets of unknowns use 
them to estimate the second set then use these new values 
to find a better estimate of the first set and then keep 
alternating between the two until the resulting values both 
converge to fixed points. It is not obvious that this will 
work at all but in fact it can be proven that in this particular 
context it does and that the derivative of the likelihood is 
(arbitrarily close to) zero at that point which in turn means 
that the point is either a maximum or a saddle point. In 
general there may be multiple maxima and no guarantee 
that the global maximum will be found. Some likelihood 
also has singularities in them i.e. nonsensical maxima. 
Example is, one of the "solutions" that may be found by 
EM in a mixture model involves setting one of the 
components to have zero variance and the mean parameter 

for the same component to be equal to one of the data 
points. 

This EM algorithm consists of two steps. The first step is 
determination of expectation and the second step is to 
maximization expectation in successive iteration cycles. 
The expectation involves choosing of a model and then it 
estimates missing labels [13]. The maximization step 
involves choosing labels and then mapping of suitable 
models to labels so that it maximizes the expected log-
likelihood of the data. The execution sequence may be 
listed in 3 steps. 

Step 1: The expectation step that determines mean value, 
denoted by μ and infers the values of ‘a’ and ‘b’ such that a 
= (0.5) / (0.5 + μ) * h. and b = (μ / 0.5 + μ) * h with 
conditions of a / b = 0.5 / μ and h = a + b. 

Step 2: The maximization step that determines fractions of 
a and b and then computes the maximum likelihood of μ at 
first. 
 
Step 3: It involves repeating of steps 1 and 2 for next cycle. 
 
Table 2 shows clusters formed by EM algorithm. Here, 7 
attributes with 768 instances, were tested for mean and 
standard deviation for 8 different clusters. For this, the data 
sets used were a mixture of PID data and data collected 
from other local hospitals. 

 

 
Table 2: Clusters Formed for EM Algorithm 

 

Attribute 
cluster Clus0 Clus1 Clus2 Clus3 Clus4 Clus5 Clus6 Clus7 Clus8 

Value 0.02 0.1 0.13 0.10 0.26 0.20 0.11 0.06 0.02 

Plas 
mean 102.06 144.33 140.05 111.59 898.05 122.05 94.03 126.09 150.48 

SD 19.35 25.25 35.75 30.95 25.12 29.81 24.28 24.24 31.37 

Pres 
mean 10.01 70.10 68.05 77.81 77.71 65.10 72.26 80.07 0.25 

SD 0.91 20.42 15.10 10.35 10.50 13.12 12.50 8.87 3.28 

Skin 
mean 0.01 35.34 30.94 31.54 24.15 0.02 32.34 0.94 4.19 

SD 1615 8.99 6.87 12.12 8.09 14.87 9.90 2.12 9.74 

Insu 
mean 0.02 180.25 156.67 49.87 63.92 0.02 160.38 23.35 0.23 

SD 114.52 155.82 152.61 56.75 53.28 116.54 110.67 80.81 5.43 

Mass 
mean 15.86 33.72 39.46 37.14 29.87 30.14 33.65 24.91 36.16 

SD 18.73 7.87 5.05 5.73 5.09 7.10 6.36 11.76 6.74 

Pedi 
mean 0.23 0.75 0.69 0.73 0.54 0.43 0.53 0.71 0.48 

SD 0.23 0.49 0.29 0.22 0.26 0.21 0.27 0.45 0.23 

Age 
mean 31.71 29.43 43.49 43.77 23.16 35.52 29.17 55.62 30.54 

SD 11.12 5.33 7.91 11.02 2.48 12.01 5.12 12.0 7.33 
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IV. OPTIMIZATION BASED CLUSTERING 

This work deals with the implementation of the clustering 
by using different optimization algorithms that are Genetic 
Algorithm, Ant Colony Optimization Algorithm and 
Particle Swarm Optimization Algorithms then we compare 
the results of clustering and find the best optimization 
algorithm with high percentage of accuracy. 

4.1 Genetic Algorithm 
Genetic algorithms can be considered as a search technique 
whose algorithm is based on the mechanics of natural 
selection and genetics. It has been used in realms as diverse 
as search optimization and machine learning problems 
since they are not restricted by problem specific 
assumptions such as continuity or unimodality. In rough 
terms a genetic algorithm creates a collection of possible 
solutions to a specific problem. Initially the solutions are 
typically randomly generated solutions so their initial 
performance is normally poor. No matters how bad, there 
will be small segments of our collection of solutions that 
will be nearby our desired solution that is partially correct 
answers. Genetic Algorithms exploit this characteristic by 
recombination and progressively creating better solutions 
so that by the end of the run one have achieved one solution 
that is at least nearly optimal. 
The flow steps of genetic algorithm for finding a solution 
of a given problem may be summarised as follows. 
Step 1: Initialize population for possible solution 
Step 2: Generate chromosomes of a population with 0’s and 
1’s randomly 
Step 3: If the solution is satisfied then terminate else jump 
to next step 
Step 4: Compute population fitness value 
Step 5: Initialize number of generation 
Step 6: While number of generation * 2 ≤ termination 
condition; do 
Step 7: Select all the genetic solutions which can propagate 
to next generation 
Step 8: Increment number of generation 
Step 9: Identify each bit in genetic solution 
Step 10: Perform crossover operation up to until 50% of 
bits are crossed 
Step 11: end while 
Step 12: if the solution is efficient then terminate else 
perform mutation operation up to 0.05% 
 
A genetic algorithm searches best solution within a 
collection of large number of solutions of a problem being 
solved. Figure 3 shows the cluster forming by using 
Genetic Algorithm. 
 

 
Figure 3: GA Clustering 

4.2 Ant Colony Optimization 
ACO algorithm was inspired by the behavior of ant 
colonies. Ants are social insects being interested mainly in 
the colony survival rather than individual survival. The 
interest of ants is the ability to find the shortest path from 
their nest to food. This idea was the source of the proposed 
algorithms inspired from ants’ behavior. When searching 
for food ants initially explore the area surrounding their 
nest in a random manner and then while ants move it may 
leave a chemical pheromone trail on the ground. These ants 
are guided by pheromone smell. It tend to choose the paths 
marked by the strongest pheromone concentration .When 
an ant finds a food source then it evaluates the quantity and 
the quality of the food and carries some of it back to the 
nest. While ants returns the quantity of pheromone that an 
ant leaves on the ground may depend on the quantity and 
quality of the food. This pheromone trails will guide other 
ants to the food source. This type of indirect 
communication between the ants via pheromone trails 
enables them to find shortest paths between their nest and 
food sources. Figure 4 shows the cluster forming by using 
Ant Colony Optimization Algorithm. 

 
Figure 4: ACO Clustering 

4.3 Particle Swarm Optimization 
PSO is an efficient and effective global optimization 
algorithm which has been widely applied to nonlinear 
function optimization neural network training and pattern 
recognition. In PSO a swarm consists of N particles moving 
around in D dimensional search space. Position of the ith 
particle at the ݐ௧ iteration is represented by X(t) 
i=(xi1,xi2,...,xiD) that are used to evaluate the quality of 
the particle. During the search process the particle 
successively adjusts its position toward the global optimum 
according to the two factors: the best position encountered 
by itself is denoted by Pi=(pi1,pi2,...,piD) and the best 
position encountered by the whole swarm (gbest) denoted 
as Pg=(pg1,pg2,...,pgD). Its velocity at the t th iteration is 
represented by V(t)i=(vi1,vi2,...,viD). The position at next 
iteration is calculated according to the equations. If an 
element of velocities exceeds the threshold ܸ or ܸ௫, it 
is set equal to the corresponding threshold. PSO learns 
from the scenario and uses it to solve the optimization 
problems. Figure 5 shows the cluster forming by using 
Particle Swarm Optimization Algorithm. 

 
Figure 5: PSO Clustering 
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V. RESULTS ANALYSIS BASED ON PARAMETERS 

In the proposed work, comparison is done for the 
classification process by using GA, PSO and ACO 
algorithms. The performance is measured on the basis of 
mean, standard deviation and normalized absolute error 
(NAE). 

Arithmetic Mean is calculated to measure the central 
tendency of data. The most common and effective numeric 
measure of the “center” of the data is arithmetic mean. 
Figure 6 shows the calculated weighted arithmetic mean 
values by using three optimization algorithms Genetic, Ant 
Colony Optimization and Particle Swarm Optimization 
Algorithm respectively. Central tendency defines the 
tendency of quantitative data to cluster around some central 
value. It helps to judge whether data has a strong or a weak 
central tendency.  

 

Figure 6: Weighted Arithmetic Mean  

The standard deviation (σ) shows how much variation or 
dispersion from the average exists. The low standard 
deviation indicates that the data points tend to be very close 
to the mean (also called expected value); a high standard 
deviation indicates that the data points are spread out over a 
large range of values. Standard Deviation is calculated to 
measure the dispersion of data. Figure 7 shows the 
calculated standard deviation values by using three 
optimization algorithms Genetic, Ant Colony Optimization 
and Particle Swarm Optimization Algorithm respectively. 

 

Figure 7: Standard Deviation  

Normalization is the process of isolating statistical error in 
repeated measured data. Normalization is sometimes based 
on a property. The Quintile normalization for instance is 
normalization based on the magnitude (quintile) of the 

measures. In another usage in statistics the normalization 
refers to the division of multiple sets of data by a common 
variable in order to negate that variable's effect on the data 
thus allowing underlying characteristics of the data sets to 
be compared: this allows data on different scales to be 
compared by bringing them to a common scale. These 
ratios only make sense for ratio measurements in terms of 
levels of measurement. 

ܧܣܰ =  หݔ, − ,หே′ݔ
ୀଵ

ெ
ୀଵ  หݔ,หே

ୀଵ
ெ

ୀଵ൙  

Figure 8 shows the calculated normalized absolute error 
values by using three optimization algorithms Genetic 
Algorithm, Ant Colony Optimization and Particle Swarm 
Optimization Algorithm respectively. 

 

Figure 8: Normalized Absolute Error  

Figure 9 defines percentage of precision using genetic, Ant 
Colony and Paticle Swarm Optimization Algorithms. In the 
graph shown below, x-axis represents the ‘number of 
person’ having database be selected and y-axis represents 
the percentage accuracy. At some point of time GA has a 
constant precision value while dataset value has been 
increased. This means GA doesn’t give the good results 
with large datasets. At some point of time ACO has 100% 
accuracy but it has decreased while dataset value has been 
increased. This means ACO doesn’t give the good results 
with large datasets. But PSO has high accuracy with large 
datasets. This means PSO give the good results with large 
datasets. 

 

Figure 9: Precision Graph 
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VI. CONCLUSION & FUTURE WORK 

A result from a comparative study of GA, ACO & PSO 
based Data classification method is presented. The method 
uses different metrics such as weighted arithmetic mean, 
standard deviation, Normalized absolute error & Precision 
value that measured the performance to compare and 
analyze the results. To evaluate the comparisons of 
performance of classification techniques is the difficult task 
unless same performance measures are used. The aim of 
classification is to achieve better classification using data 
set of diabetic patients for detection of diabetes. The 
proposed method is implemented using UCI Repository of 
Machine Learning Databases.  

The results prove that the accuracy generated by using 
particle swarm optimization is more as compare to other 
optimization algorithms named as genetic algorithm and 
ant colony optimization algorithm in classification process. 
So, this work shows that the particle swarm optimization 
techniques results as the best optimization technique to 
handle the classification process. 

In the present work we have implemented the PSO based 
classification quite successfully using UCI Repository of 
Machine Learning Databases. Still there is some hope of 
improvement. If we can use more than two optimization 
algorithms together with large data sets for the 
classification, the results could have been better as compare 
to single optimization algorithm. So, future work could go 
on the direction of hybrid systems using more than one 
algorithm together. 
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